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DEPLOYMENT REQUIREMENTS

Resources

Use the recommended resources details within the sections below to achieve acceptable performance
for production environments andcontinue to monitor resource utilization on an ongoing basis
increasing resources or scaling the deployment as necessary. Minimal resources are adequate for non
performance / norproduction based testing.

Licenses
Community License (Morpheusi@munity Edition)

Available to alusersinstalling Morpheudata Appliance versiof.1.1 orlater. A Community
License is a 1&honth timelimited license that restricts the user to three integrated clouds
and up to 25 workloads managed or discover&ilidance (rightsizing) recommendations are
readonly. This license is fully sedervice and does not include any Morpheus support
services. Community licenses may be requested from the Dashboard tab of Morpheus Hub
(morpheushub.coiso long as the account does not currently have other licenses assigned.

PoClicense

Typically limited to 30 day® allow customers and Morpheus field teanis work together in
testing suitability for specific automation use cases and environments.

Production License

Production licenses are good for the duration purchasedaredased owWorkload Elements
WorkloadHements are defined as the granular unit of compute that is directly associated with
an application serviceWorkload elements include both discovered and provisioned instances
in any attached cloudsFor a morethorough explanation of workload elements, review the
knowledge base article dihe followingURL

https://support.morpheusdata.com/s/article/Whais-a-WorkloadElementor-WEfor-
purposesof-Morpheuslicensing

Component Licenses

Morpheus Data provides support services for the Morpheus platform and limited support for
the underlying open source components when deployed in compliance with the supported
architectures defined herein.

Refer to theComponents > Open Source section of this docufoent full Isting of all open
source components.

If deploying a MultSite Active/Passive Architecture, Elasticsearch Cross Cluster Replication
requires the purchase of an Elasticsearch Platinum Level subscription directly from
Elasticsearch.

www.morpheusdata.com
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to deploythe MorpheusData Appliance

Operating Systems

The following operating systems are supportedtfor latest versiorof Morpheus.

1 Amazon Linux v2

1 CentOS 7.X, 8.Xstream), 9.x (stream)
i1 Debian 9,10, 11

f RHEL 7.X, 8.X9.x

9 Oracle Enterprise Linux (OEL) 7., 8.X

1 SUSE SLES 12,15

1 Ubuntu 16.04 18.04 20.04 22.04

Networking Requirements

Connectivity

Requirements for installation:

1 Networkconnectivity from the administratoworkstation(s) to the Morpheus node(s)
over TCP port 22 antCR143.

1 Network connectivity from the Morpheus node(s) to the yum/apt repos

1 Network connectivity from the users to the appliance over TCP 443 (HTTPS).

9 VirtualMachines and Dockdrased hosts must be able to reach the Morpheus node(s) IP
address oi'mCR443

© Note: Additional port and protocol requirements maybe founddippendix Bf this document

Name Resolution

Morpheus node(s) must be salfsolvable to their own hostname, FQDN, and static IP address
prior to installation. Managed machines must be able to resolve the Morpheus appliance.

Latency

In a distributed architecture latency undemis is strongly recommended for acceptable
performance.
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SECURITY

Authentication

Morpheus is capable of integrating with several single -8igiiSSO¥olutions. Theseintegrations
require mapping security groups to user roles in Morpheus ensuring proper role assignment at first
login.For details of the current compatible identity provider integratioptease see the following URL:

https://docs.morpheusdata.com/en/latest/integration_guides/IdentityManagement/IdentityManage
ment.html

Morpheus isalso capable of supportingnulti-factor authentication(MFA) solutions. Local native
Morpheus accounts can be configured for tfiaxtor authentication(2FA) Accounts seeded through
aSAML2.0integration which supports mulfactor authenticationcan also beised

Encryption

Data in theMorpheus Data Appliancdatabase igrotected viaAES256 symmetric key encryjain.
Protected dataincludesconfiguration data, passwords, and configuration metaddbata at rest on
the file system is not clierdide encrypéd but can exist on an encrypted file system.

FIPS 142
MorpheusData Appliance versio.6.5and latersupports Federal Information Processing

Standard (FIPS) 140 If FIPRompliancds required customers should ensure they are using
the Morpheus S installer.

Certificates

TheMorpheusData Appliancasupports using seligned certificate®r Certificate Authority
(CA)signed certificatesSeltsigned certificates are ideal only for testing purpos€#signed
certificates are preferred and recommended for all other purposes.

A Ifintegrating with Active Directona valid trusted CAigned domain certificate is required.

www.morpheusdata.com
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Compliance

Each minosoftwareversionof the Morpheus Data Appliand¢e.g.5.1, 5.2, etd is scanned for Common
Vulnerabilities and Exposures (CVESs) and remediated prior to reld#sen necessary, patch versions
(e.g.5.11, 5.1.2, etg are released to address inediate CVEs.CVEs addressed in each version are
documented inthe Morpheus Data Appliancgoftware ielease notes

Log Types

The Morpheus Data Applianceis capable of servicing large amounts of log traffic by utilizing
Elasticsearch and buffered log transmission protocols. Morpheus provides a highly efficient and highly
scalable slution for capturing log datal.ogs can also be forwarded to external thprdrty log services.

Morpheus Server Log
Morpheusserver logs are rotated every 24 hours with -8@y retention. These logs include
check serveguacd elasticsearchmysqgl nginx rabbitmg, andredis(if applicable).

Audit Log

The audit log documents system changes made by users. For example, create and delete
instances. Audit logs are stored on the file system with the same retention as the Morpheus
Server Logs. The Activityefdy visible through the Ul, is a subset of the Audit log which is stored
indefinitely in the database.

Agent Log

Application logs are sent to the Morpheus Server from managed machines with the Morpheus
Agent installed. ElasticSearch is used for this psep The Morpheus Agent forwards syslog
messages to Morpheus with default retention of 7 days.

Telemetry

Morpheus Data has the ability to receive customer's telemetry data for analysis purposes.
Transmission of telemetry data can be disabled as a licieradere if desired.

Languages

Thedefault languagef the Morpheus Data Appliance web idIEnglish Language settingsan be
changed on a peuser basis by editinthe User Settings fahe user.

www.morpheusdata.com
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COMPONENTS
Open Sourc&oftware in the Morpheus Data Appliance

MorpheusDatautilizes opersource components that are reviewed for updates at every major release
(e.g. 51, 52, etd. In between these major releases, if a Common Vulnerability and Exposure (CVE)
necessitates anpdate, it will be done in a minor releageg. 5.11, 5.12, etd).

Morpheus DataApplianceversion5.x usepen-source softwardisted below.

Apache Guacamole

Apache Tomcat

Elasticsearch

Erlang

Java Open JDK JRE

MySQL

Nginx

RabbitMQ

Redig(Morpheus version 4.1 or prior)

=4 =4 =4 =4 -8 -4 -8 -4 A

a2NB AYyTF2NXIGA2Y NB3II NRA-gobdrceasdthdrdraidzenses kcain beCidunddza S 2 7
on the Morpheus Data website attps://www.morpheusdata.com/licensing

A Care should be taken to ensure component version compatibility is maintained during
administrative operations including upgradasd updates.Compatible versionsanbe found in
the release note®f each software releasejnder the service Version Compatibility Section For an
example, see théollowing URL:

https://docs.morpheusdata.com/en/latest/release notes/compatibility. html#morphsarviceversions
compatibility
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MorpheusDataAgent (Optional)

The Morphes DataAgent is lightweight, secure, amglavailabldor Linuxbasedand Windowsbased
workloads The Agentprovides greater visibility into logs and stats and is capable of processing
instructionsinitiated by theMorpheus Data Appliance

The MorpheusData Agent initiates an outbound connectiorfrom the managedworkload to the
MorpheusData Appliancever TCP pord43. Thisestablishea bidirectional command bus enabling
orchestration of workloads withowddditionalcredentials oraccess protocols like SSH or WinRMe
Morpheus Agent may be installedver Cloudinit, Windows unattew.xml, VMware Tools, SSH,
WinRM, Cloudbasit, or manually

©® The MorpheusDataAgent is not required by Morpheus to manage an instané¢®wever, without the
Morpheus Data Agenthe accuracy of stadgticswill vary based on the integrated cloud's capip. SSH or
WinRMconnectivityand credentials will be required fananaged workloadsvithout the Morpheus Data
Agent installed

Capabilities
The MorpheudPataAgentperformsthe followingfunctions:
1 Provides a command bus which alloMsrpheus to orchestrate automation on managed
machines without credentials
1 Accepts and executes commands and scripts
1 Provides connection persistence over HTTPS web socket and runs as a service
9 Buffers and compresses logs and sends them in chunks to ménracket transfers

Supported Operating Systems

For the mostrecent list of operating systems supported hetMorpheusDataAgent see the online
Morpheus documentatiorat the following URL:

https://docs.morpheusdata.com/en/latest/getting started/functionality/agent/osSupport.html

10
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MORPHEUBATAAPPLIANCEERVICHERS

The Morpheus Data Appliance includesir servicetiers ¢ the Application Tierthe Messaging Tier
the NonTransactional Database Tjeand the Transactional Database TierMorpheus supports
various architectures in which thesets can ruron a single machine, distributed across machirmes
clustered for redundancyAn explanation of each tier follows

Application Tier

TheApplication tier runs NGINX, Tomcat, and Guacarsetgices

11

NGINX

The NGINX component tiie Morpheus [@ta Applianceprovides SSL termination and cache
proxy for the Tomcat containerNGINXis opensource software built for web serving and is
designed for maximum performance and stability. NGINX uses an asynchronousigvent
approach, rather than threds, to handle requests. NGINX's modular ewdiven architecture
provides for more predictable performance under high loads.

Apache Tomcat

The ApacheTomcat component othe Morpheus Data Appliancehosts the userinteractive
application. Apache Tomcat is apensource implementation odava ServletlavaServer Pages
Java Expression Languagaed WebSocketechnologies.

Apache Guacamole

TheApacheGuacamole component ¢fie Morpheus Data Appliangaovides a clientless remote
console for instances, hosts, virtual machines, and bare meahines Platform type and cloud
settings determine theport and protocol used for remote console connection&uacamole is
capable of providing a remote console via SSH, BDMIC over aociated standard ports.

www.morpheusdata.com



High Availability(HA)for the Application Tier

To provide redundancy, Application Tier servers must be placed behind a load bala&er.
Applicationtier serversrequire shared storage atar/opt/morpheus/moprheusui/* on each
server This shared storage contains uploaded virtual images, deployment archives, logos,
Ansible, Terraform, and Morpheus backups.

The Application Tiecan scale vertically or horizontally assuming all servers have access to the

shared storage¢ KS | LILJX A Ol GA2Y ¢ A SNJ ANlinminunkafidng betiveéed | G St Sa
tiers and workloads go through the Application Tiapart from each tie€ intercluster
communications.

Shared Storage

Redundant configurationsfeéhe Application Tier require a shared file system so that all nodes
within the Morpheus cluster are able to connect to necessary files such as white label images,
uploaded virtual imagegjeploy uploads, Ansible plays, Terraform, and Morpheus backup
This storage can be externalized to an object storage service or a simple NFS cluster.

Load Balancer

Load balancingof the Application Tieover TCPport 443 is required for highly availkb
solutions. Sessionpersistenceshould be enabled. The Least Connectits load-balancing
algorithm is recommended for use with the Application Tier as it is typically used when session
persistence is enabled since traffic can become unevenly distridfitetier algorithms such
asRound Robiare used.Health Checks should be enabled to redingsgrsto active servers.
SSlpassthrough is supported for use with Morpheusowever, SSL offloading is not

Non-Transactional Database Tier

The NonTransactnal Database Tier consists of Elasticseardihe Elasticsearch component of
Morpheus enables logs and metrics from managed and discovered machkilesticsearch is a
distributed, RESTful search and analytics entfiaeis capable of high write througlut at scale.If a
distributed architecture is desired, an Elasticsearch cluster must be created.

High Availability(HA)for the NonTransactional Database Tier

Minimally, a threenode cluster connected over transport is required for Elasticsearch high
availability. Elasticsearch nodes can be added to the cluster to increase its capacity and
reliability. To preserve performancéhe nodes of an Elasticsearch ster should be on the
samelPnetwork within the same datacenteElasticsearch should have multiple master nodes

to avoid splitbrain scenariosMaster nodes store detailed cluster statghile data nodes are
responsible for storing and querying the aat index data.By default, a Elasticsearchode

is both a data node and eligible to be elected as the master node that controls the cluster.

Elasticsearch efficiently stores and indexes all types of datanrarmerthat enables fast
searchesWith multiple Elasticsearch nodes in a cluster, stored documents are distributed

12
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across the cluster and can be accessed immediately from any nBlsticsearch balances
multi-node clusters to provide scale and high availabil&ynetwork load balancer shoufabt

be used with this clusteasMorpheus manages and distributes Elasticsearch requests across
the cluster.

An Elasticsearch index is a logical grouping of one or more physical shards, where each shard is
an index. Each index belongs to one primary shhand one or many replica (redundant copies)
shards. Elasticsearch provides redundancy 8istributing the documents in an index across
multiple shards and distributing those shards across multiple nodeg. default, Morpheus
createsl index per day fothe activity feed, 1 index per day for logs, 1 index per day for monitor
check results, and 1 index per day for sty defaulf 1 replica is configured per index.

©® When deploying a distributed architecture, Morpheus recommends customers utilize the
Ebsticsearch installer with the embedded Java option.

Messaqging Tier

The Messaging tier is an AM@Bsed tierusing RabbitMQ for queue servicesThe RabbitMQ
component of Morpheus provides messaging capabilities within the applica®abbitMQ can run as
a single instanceFor high availabilitya cluster of at least 3 nodes is required.

13

High Availability(HA) for the Messaging Tier

Minimally, a threenode RabbitMQ cluster should be established to accomisglesite high
availabiity. RabbitMQ tustering andqueue mirroring arantendedto be used acrosa LAN(
clustering and mirroring acrod8&ANsitesis not recommended.

Configuration alignment acrog&abbitMQ nodsshould include compatible versions of RabbitMQ
and Erlangsimilar installation locations, firewall settings, hosts file, erlang cookie file, and start
on-boot configurations.

Care should be taken to ensure version consistency with the respective Morpheus raléase.
upgradingthe Morpheus Data Applianceany applicableupgrades tothe RabbitMQ must be
performed prior to performing the Morpheus upgradeA network load balancer should not be
used with this cluster Morpheus manages and distributes RabbitMQ requests across the cluster.

RabbitMQ clusters toleratéhe failure or shutdown of individual nodes which can be restarted
and rejoin the clusteras long as theodescan contact a cluster node within five minutes of boot.
Nodes in a RabbitMQ cluster are equal peeRabbitMQ nodes are identified by uniquede
names that are appended to hostnames which must be resolvaBlabbitMQ nodes share a
secret calledhe erlang cookién order to communicateA copy of the erlang cookie is needed at
\homeof root andfor each nonprivileged user that intends taseCLI tools.
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By default, message queues are reachable from all notkesvever, queue mirroring should be
enabled to allow queue contents to be replicated across nodiesch mirrored queuancludes a
gueue master- operations are applied to thgueue master and then propagated tqueue
mirrors. Queue mirroring enhanceavaiability but not load distribution since each node must
perform the same operations.If the queue master fails, tholdest synchronized mirror is

promoted toqueuemaster.

© Morpheus recommends the use of only disk nodes.

Queue mirroring is configured ksetting policies.Policies match queues by name using regular
expressionsDetails about these policies and how to configure them can be found withiklthe
to set recommended-Biode RabbitMQ policieknowledge Base articl&.he image below shows

the publishers and consumers of Morpheus queues.

Figurel. Message Queues
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Transactional Database Tier

The Transactional Database Tier consists of a MySQL compatible dathhaddySQL component of
Morpheus provides a logal data store. If redundancy is desired, it is recommended thdbekable
clustered configuration be use

High Availability(HA) for the Transactional Database Tier

When high availability is requireMorpheus recommends deploying a Percona XtraDB cluster for
the Transactional Database Tiek Percona XtraDB cluster provides a highly availabkdable,

and tightly coupled database clusterThe clusterconsists of three node where eachnode
contains the same set of data synchronized across all notlesse nodes must physically reside
close to each other and cannot be geographically divefsaetwok load balancer should not be
used with this clusterMorpheus manages the load balancing of the Transactional Database Tier
and can be configured for either failover or load balancing of the cluster's nodes.

Percona XtraDB ClustettegratesPercona Seer for MySQLlunning with theXtraDB storage
engine andPerconaXtraBackupwith the Galera libraryto enable multimaster replication. In
multi-master replicationany node caraccept write operationsthe write will be applied to all
nodes in the clugr. This type of replication is calladrtually synchronous replicatidmecause
the primarymay apply events faster than trsecondary nodesThis cluster is capable of scaling
read workload as any node can provide read datavever, each node must write all the same
data. Percona XtraDB Clusgecan tolerate loss afnode without losing dataas long as at least
one node remainealthy.

A quorum vote is executed whextluster nodeas suspected of being dowrthe size othe cluster
is used to determine the required votes to achieve quorwhitite operations are blocked for a
configurableno-responsdimeout setting, for the duration slightly longer than the configured
timeout value when a does not go down gracefully.

To add splitbrain protection in cases where the addition of a third node is not possdrie
arbitrator node may be deployedAn arbitrator does not store any data or rumysgldbut is a
voting member of the cluster and replicates data.

By default, he Percona XtraDB Cluster uses State Snapshot Trg&S&) methods aiysgldump
rsyng or extrabackupwhen all data is copied from one node to anothedsingmysqgldumpor
rsyncrequires a reaebnly lock on the databasa/hen only incrementathanges are copied from
one node to anotherthe Percona XtraDB Cluster uses Incremental State TrahSfEx. IST is
implemented using a caching mechanism on each of the noAe#g-buffer of last changes is
configured and the node is able to transthis cache.If the numberof changes exceeds the ring
buffer the joining node must perform SST.

©® Avoid creating a cluster of an even number of ngdesthis can lead to a sphirain situation.

® The choice to utilize database software other than thappeid with Morpheus (MySQL)up to
the customer. It is the customer's responsibility to maintain their own database software
regardless of the recommendations for clusters contained within this document.
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DATA FLOWBETWEERNSERVICHERS

The diagram belowlepicts communication between the difference service tiers of the Morpheus
Data Appliance.

Figure2. DiagrammedData FlowBetween Morpheus Data Appliance
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SUPPORTED MORPHBAS A APPLIANGRCHITECTURES

The architectures described below are supported by Morpheus DatBeviation from these
architectures may result in unsupported configurations or unexpected performabogpheusData
professional services should be consulted prior to deviating from anyedb¢tow architectures.

Tablel. Minimum Server Count Per Architecture

Architecture Combined Tiers Distributed Tiers

Single Servehrchitecture 1 Server

Single Sit&kedundant Architecture 3 Servers 11 Servers

Multi-SiteAWS MultiAZ Architecture 3 to6 EC2 instances in addition

to Amazon Services

Disaster Recoverctive/Passive Architecture 2 to 22 Serverdepending on selected options

© Refer to Appendix Af this documenfor Morpheus Server resource sizing recommendations.

Single ServeiAlFin-One)Architecture

Morpheus Single ServgAllin-One)architecture is supported anc Figure3. Single Seer Architecture
recommended in all environments whereapplicationrlevel

redundancy is not required Many production environment: {@}
implementinfrastructurelevel high availabilitfo mitigate some of e
the risks introduced associated running out applicationlevel %}
redundancy.

m Tomeat
Application

Tier Guacamole

This architecture has been tested and proven to support up to 5,
managed workloads witthe Morpheus Data Agerihstalled. The
maximum achievable number of managed machines may vary b

on specific environment configurations and integrated services. .
This architecture consists of hosting all tiers of the Morpheus [ ‘e’ %
Appliance on a single server. This singdifinstallation, ongoing e
maintenance, and troubleshooting. Connectivity between sen N

tiersis not dependent on the underlying network. Aérvicetiers My
are updated concurrently via the Morpheus installation and upd T’E'L?Tiig;;’é‘a' MysaL

package; however, downtime dugnupgrades is required. Th
architecture may be scaled vertically by adding additional (
and/or RAM, or scaled horizontally by moving to one of -
redundant architectures described in the sections below.
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Simgle-SiteRedundant Architectures

Singlesite architectures can be scaled both vertically and horizoptallowingcustomers to achieve
high availabilityand fault toleranceassuming all underlying hardware addpendencies are free of
single points of failure.Connectivity betweerapplianceservices is dependent on the underlying
network, which could potentially cause application instability or performance issues if it is unreliable.

Load balancingnd sharedstorageis required for he Application Tier

Qusters are requirel for each ofthe NonTransactional Database, Messaging, and Transactional
Database tiers. These clusters are sensitive to network interruptions and should be maintained with
an odd numbepf nodes tomitigate split-brain scenarios.

When performing upgrades or maintenance activities, care should be taken to ensure all servers are
running the samesoftware version ofthe MorpheusApplianceas well as the same and compatible
versions of the uderlying software and operating system patches.

® These redundant architectures do not require downtime during upgratiesrever, the Morpheus
installer will only upgrade software components that reside on the same server as the Application Tier.
Upgrades bdistributed components are not supported by thia the Morpheus installation and update
package. Upgrading these componentthisresponsibilityof the customer

©® If deployed on resource managed infrastructure such as vSphere Distributed Resouel SdizRS),
it is recommended that andaffinity rules be created to ensure redundant servers are not allowed to
run on the same host.

18
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Redundant Combined Tiers-{8ode Architecture)

The Morpheus Redundant Combined Tiers architecturdl@8e Architecture) consists of
hosting all Morpheu®ata Applianceervicetiers on each of three servers configured with a
network load balancer configured for the Application Tier and a disctester configuredfor
eachof the Messaging, Notransactional Database, and Database tiers.

Figure4. Redundant Combined TiersN8de Architecture) Conceptual Diagram

f \ \ ( \

Application Tier
Load Balancer i@

‘. =z
e
>
2@

@
=z
>

NGINX
Tomcat Tomeat Tomcat
Application | Guacamole Guacamole Guacamole

Tier

Shared Storage

o | e

Messaging RabbitMQ RabbitMQ RabbitMQ
Tier
[
3
- >s. o < < °
Non- ] ® > @
Transactionall giagticsearch Elasticsearch Elasticsearch
Database
Tier
O | G100
Transactional i’”"—}
Database Percona Percona Percona

Tier \ J J \ J

Establishing clusters for each of theMessaging, NonTransadbnal Database, and
Transactional Database tiers across a set of three sedees introduce complexity for
ongoing maintenance and troubleshooting.

Inthis architecture, Morpheus should be configured for failover of the Transactional Database
Tier. This enables pointing to a single database server and failing over if it becomes
unavailable. Optionally, he Transactional Database Tier may be configured on separate
servers.

This architecturesupports vertical scaling Scaling horizontally requisemoving to a
DistributedTiers architecture
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Redundant Distributed Tiers (Mlodet+ Architecture)

The Morpheus Redundant Distributed Tiarshitecture consists of distributing eaelppliance
servicetier onto a different serverwhere and at least two servergeadedicated to the
Application Tieand atleast threelike-servers are dedicated to each of the Ndransactional
Database Tier, Messaging Tier and Transactional Database Tier clusters.

The distribution of tiergprovidesthe ability to accommodate tiditional data center network
segmentation. This architecture can be scaled both vertically and horizontally at a single site.
Whenscaling horizontallyan odd number of cluster nodes should be maintainednitigate
split-brain conditions

Figure5. Redundant Distributed Tiers ¢(l\bde Architecture) Conceptual Diagram
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Morpheus Data Appliance on AVB&qgle Server (Allh-One) Architecture

Morpheus Data supports the Single Server-iaDne) architecture in AWS EGC2as long as the
operating system of the EC2 instancsupported. See thBeployment Requiremensection of this

document for supported operating systes.
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Morpheus DataApplianceon AWSwith Redundant Tiers

The Morpheu®ata onAWSwith Redundant Tiersrahitectureis supported in all environments where
AWSservices are available, and essentially th&ingle Site Redundant Distributed Tiers architecture
deployed in a manner that spansultiple AWSAvailability Zones (AZs)

©® Morpheus Data recommends deploying to an AWS waitlheast threeAWS AZsto provide a higher
degree offault tolerance. Morpheus Data will support a deployment to an AWS Region with two AZs
(e.g. AWS NorCalf the architecture includeshree instanceswvhere at least one of the instances is
connected to a discreet AZ.

A DNS name resolution must be available for all nodes and managed machines.
A Spanning AWS Regions is not support8danning AWS VPCs is not supported.

In this architecture, te AmazonElastic Load BalancéELB)}ervice provides high availability for the
Application Tierwherethe AmazonElastic Compute Clou8C2 service provides cloudM instances
and theAWS Elastic File SystéafS$ervice provides shared storage

RabbitMQ, deployed on Amazon EC2 instancpsyvides AMQP services féhe Messaging Tier.
AmazonOpen®arch(Elasticsearchy usedor the NonTransactionaDatabase tierand AmazorRDS
(Aurorg) is used for theTransactional Database Tier.

Figure6. AWS MultAvailability Zone Conceptual Diagram
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Application Tier

Three EC2instancesshould be deployedo supportthe Application tiergachwith an Elastic
Network Interfaceg(ENI)attached toa discreetAZ. Morpheus Data will support deployment
to an AWS Region withnly two AZs butrecommendsadifferent AZ per ENI.

An AWSELBApplication Load BalancéALB)should be configureavith an ALB Listenefor
incoming trafficconfigured aghe Appliance URL Of the Morpheus Data Appliance.

f
il

A valid SSL certificate will be required for the ALB Listener.

The Target Group of the ALB should contain B@&? instancesf the Morpheus
Data Appliance nodes.

The Listener of the ALB @lid be configured for groufevel stickiness on the
Target Group.

The Target Group should also be configured for Stickiness with load balancer
generated cookie.The Morpheus Data Appliance does not provide application
level cookies for sticky sessions.

The Network Mappingof the ALB should beonfigured as the subnet to which
eachENI of eacl\pplication tier serveis attached

The load balancing algorithof the ALBshould beconfiguredLeast Outstanding
Requestsvith session persistenaenabled.

Amaon Elastic File System (EFS) shared storage should be configured to support each
Applicationtier server.Objects stored in ER8Il includewhite label PNG filesuploaded virtual
images, Ansible plé#poks, Terrafornmplans and Morpheudata Appliancéackupfiles.

Name resolution, NTP, anauthentication solution connectivity should be available for all
systemdrom allAWSAZs

Availability Tier

Application Tier

AWS Elastic
Compute Cloud

Ly
&)
AWS Elastic
File System
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Messaging Tier

A threenode cluster ofRabbitMQinstancesshould bedeployed in AWS ECg®ith each
instance) BNlattached to a discreet AZThe three RabbitM@ode ENIs should be attached

to each of the sam@Zs as thépplicationtier serverENIs

b
AWS Elastic Load Balancer (Application Load Balancer)

Availability Tier

Messaging Tier

Optionally, he Application tier and theMessagingier can be combined on the samEC2

Instances
e
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Non-Transactional Database Tier

A new domain in AWS OpenSearch should be cretteslipportfor the NonTransactional
Database tier. The domain should be of typElasticsearctand span the same Availability
Zones as the Application tier anthe Messaging tier. Enabling domain auttune is
recommendedbut not required

Morpheus recommendsenabling nodeto-node encryptionin the OpenSearch domain.
Enablingnode-to-node encryption in the Op&Search domaienables TLS 1.2 encryption for
Elasticsearch communications within tA&VS Virtual Private CloudRqQ.

A Nodeto-node encryption must be configured at the time of domain creation, it is not
possible to confure nodeto-node encryption on existing domain®Node-to-node
encryption cannot be disableafter it is configured.

{3 ] It is the customer's responsibility to ensure version compatibility is maintained
between Morpheus and Amazon ES.

Transactional Database Tier

A new Amazon Aurora database instance should be configurettheit\mazon Relational
Database (RDSgrvice to supportthe Transactional Database tier.

The newAmazon Auroralatabase instance muse configuredo use theMySQEcompatible
enginefor MySQL version 5.7 or later.

A At time of publication of this documenthé Morpheus Data Appliance requires MySQL version
5.7 or laterin the Transactional Database tiskmazonAurora version 1.x uses MySQL version
5.6, which is not compatible with the Morpheus Data PlatforkmazonAurora version 2.04.0
or later should be used.

Morpheus Data does not provide any recommendation on credential management for the
Amazon Aurora dabase instance. Credential management for the Amazon Aurora database
instance is at the discretion of the customer.

The Amazon Aurora instance should include at least 4 vCPUs and 16 GiB of RAM.

Morpheus Data recommends configuring an Ama&anora Replica.

EC2 connections should be created in RDS for each EC2 instance in the Application Tier of the

Morpheus Data applianceAWS Security Groupapplied to the EC2 instances must allow
communicationfrom the EC2 instanc® the Amazon Aurora dabase instance.
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The Amazon Aurora instance should use an RDS Subnet Group which includesaal AZs
subnetsii 2 g KAOK GKS ! LI AOIFGA2Y ¢ASNI Ayaidl yoSQa

The Amazon Aurora instance must be created in the same VPC as the Morpheus Data
Applance EC2 instances.

Morpheus Data does not provide any recommendation on configuring an RDS Proxy. RDS
Proxy configuration, if anyor the Amazon Aurora database instance is at the discretion of the
customer.

Morpheus Data does not provide any recommdation on maintenance window configuration
for the Amazon Aurora database instance. Maintenance window configurfatidne Amazon
Aurora database instance is at the discretion of the customer.

Morpheus Data recommendslisabling Backtrack foAmazon Aurorain all Morpheus
deployments. Asynchronous database rollbaickthe Transactional Database tier are likely

to cause incongruence between the Morpheus Data Appliance and any managed cloud
environments.

Morpheus Data @commends disabling autminor-versiortupgrade on the Amazon Aurora
instance. See the online Morpheus documentation latps://docs.MorpheusData.comor
chedk with your Morpheus Data support and engineering tearfar the latest version
compatibility information.

e It is the customer's responsibility to ensure version compatibility is maintained between the
Morpheus @ta Appliance and Amazon Aurora.

Morpheus Data highly recommends enabling Deletion Protection on the Amazon Aurora
database instance.
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DISASTER RECOVERY

There are several options available regarding disaster recovery and Morpheus. Customers may
choose to simply restore a database backup to a warm standby architecture at a secondary site or
they may chose more complex options based on their RPO, RThatral the underlying

technologies and dependent services. The architecture below shows several options for customers
interested in disaster recovery planning.

27

Multi -Site Active/Passive Architecture

Morpheus MultiSite Active/Passive Architecture is supied in all environments where a
secondary failover site is required. This architecture provides the capability to failover and is
intended only for disaster recovery use cases. With this architecture, users must never point to
both locations at the samérhe. Failover and failback are not automated, given the disaster
recovery use case it is expected that a specific decision must be made to execute a manual
failover, and configuring failback would be a manual process as well that would occur only after
the threat has been neutralized.

Note: Automated failover and failback is not a capability currently on the Morpheus roadmap.

This architecture allows customers to achieve only failover capability of Morpheosss to
underlyingtechnologiesand dependentservicess required for Morpheus to function properly
This architecture requires both cressgion shared storage and cresegion load balancing, as
well as, access to underlying addpendentdata center services. With this architecture
consistently stable WAN connectivityigportantto enable a viable failover solution. When
performing upgrades and/or maintenance care should be taken to ensure all servers in all
regions are running the samersion of Morpheus as well as the same version of component
software and operating system patches.

Option: Customers may choose different or similar single site architectures for both the primary
and failover sites. They may even choose to accept actemiuin availability and capability at

the failover site as compared to those offered at the primary site. Operational and availability
requirements during a disaster event should be fully understood when choosing the
architecture and defining the capatiés of the failover site. In any case, care should be taken

to ensure the failover site maintains enough resources for the replicated Morpheus data.

Note: Follow all recommendations in the selectsiigle sitearchitecture sections above in
addition tothe recommendations within this section.

Application Tier

Morpheus recommends two web servers deployed at each location minimally in order to
establish high availability for this tier at each location. Greggon load balancers and
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crossregion sharedt®rage must be properly configured to ensure each region's
Application Tier operates as expected. Additionally, name resolution, NTP, authentication
solution, and integration connectivity should be available for all systems across regions.

LOAD BALANCER

Acrossregionload balancer should be configured for active/passive failover between
sites. The load balancer should direct users to a single site at a time. During a failover
event, the load balancer should redirect users to the failover site after rejaica

from the primary site has been haltedever allowing customers to access both sites

at the same time.

Non-Transactional Database Tier

Elasticsearch Crogduster Replication (CCR) available in version 6.7 or higher enabtes pull
based (driven by theoflower) replication of indices from one Elasticsearch cluster to
another. Morpheus supports Elasticsearch 7.x in Morpheus 4.2 or later releases. This
technology replicates data between two distinct clusters, in order to provide high
availability at bothacations follow the recommendations in the Redundant Architectures
section to establish a cluster at each location prior to configuring CCR-clnets

replication works by replaying the history of individual write operations that were
performed on theshards of the leader index. Soft deletes occur whenever an existing
document is deleted or updated, by retaining these soft deletes on leader shards they are
made available for replay. CCR is aefiassive since the leader index can be written
directly ard the follower index cannot. The leader is capable of accepting index writes and
the followers have reawnly copies of the index. When a leader index is not available,
another index must be explicitly chosen for writes by the cluster administrator.

Note: CCR requires the purchase of an Elasticsearch Platinum Level subscription.

Option: Customers may choose not to replic&tasticsearchata to the failover site. This
will result in the loss of historical metrics, stats, and logs collected from machagss (
would still exist on the individual machines). Cost information would not be lost as it is
stored in the SQL database.

Messaging Tier

Of the two replication plugins available the Federation plugin is the only one supported by
Morpheus. Do not use th8hovel plugin with Morpheus.

The Federation plugin allows an exchange or queue in one cluster to receive messages
published to an exchange or queue of another. Exchange federation links will start on any
node in the downstream cluster and will failoverdther nodes in case of an outage. The
Federation plugin is designed to tolerate intermittent communication and aims to provide
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opinionated distribution of exchanges and queues using the erlang client. The Federation
plugin communicates via the Erlang AMQient and is included with the RabbitMQ
distribution. Because this technology connects two distinct clusters, in order to provide
high availability at both locations follow the recommendations in the Redundant
Architectures section to establish a cluségreach location prior to configuring the
Federation plugin.

Option: Customers may choose not to replicate RabbitMQ data to the failover site. This will
result in the loss of any queued actions. The effects of this would be minimal and would
typically go mnoticed in most environments.

Transactional Database Tier

Morpheus recommends using standard MySQL asynchronous replication to span
geographic locations establishing loosely coupled database clusters. Within the
Transactional Database Tier section ostlocument, a tightly coupled database cluster
utilizing the Galera library to configure muitiaster replication is described for singlite

high availability. Tightly coupled database clusters and/or clusters usingmmastier

replication are not recommended to span geographic locations. Given that the failover site
is geographically separated by a presumed significant distance with WAN connectivity the
only viable solution is to use asynchronous replication. Asynchronous replication allows for
independence in processing and applying each transaction.

Because this technology connects two distinct clusters, in order to provide high availability
at each location, follow the recommendations in the Redundant Architectures section to
establish tightly couplé database clusters at each location prior to configuring
asynchronous replication. It is possible to shift from one node to another inside either of
the two clusters, while the asynchronous data continues passing from one source to the
other. If using Parona ExtraDB, use the Replication Manager to ease configuration and
management.

The image below shoswa couple of sample conceptual diagrams. Depending on the
optionssingle site architectureshosenfor each locatiorthe diagram may looguite
different.
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Figure7. Disaster Recoveonceptual Diagram SAMPLES
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APPENDIX A: MORPHEUS SERVER SIZING

Table2. Morpheus Server Sizifigr a SingleNode AHin-One Appliance

Memory
CPU
NonRedundant
Architectures Storage

Redundant
Architectures Storage

Combined Tiers
16 GB
4 Core 1.4 GHz (or better) CPU
Minimum 200 GB (Local Storagd&jlorpheus binaries, virtual images, backups,
logs, stats, user uploaded, ander imported data require adequate space on th
Morpheus Server.

Recommended Swap Disls times RAM if 16 GB or 1 times RAM if 8 GB.
Minimum 50 GB (Local Storag&lorpheus binaries

Recommended Swap Disls times RAMf 16 GB or 1 times RAM if 8 GB.
Minimum 200 GB (Shared Storag#&lirtual images, backups, logs, stats, user

uploaded, and user imported data require adequate space on the shared file
system.

Table3. Morpheus Server Sizing fistributed Architecture Nodes

Memory
CPU
Non-Redundant
Architectures Storage

Redundant

Architectures Storage

Memory
CPU
Storage

31

Distributed Tiers

Application Tier
16 GB RAM
2 Core 1.4 GHz (or better) CPU
Minimum 200 GB (Local Storagéylorpheus binaries, virtual images,
backups, logs, statsiser uploaded, and user imported data require
adequate space on the Morpheus Server.

Recommended Swap Digk0.5 times RAM
Minimum 50 GB (Local Storagéylorpheus binaries

Recommended Swap Digk0.5 times RAM

Minimum 200 GB (Shared Storag&)irtual images, backupaser
uploaded, and user imported data require adequate space on the sha
file system.

Non-Transactional Database Tier
Recommended 8 GB RAM
2 Core 1.4 GHz (or Better) CPU
Recommended 150 GB (Local Storaddasticsearch binaries for
Elasticsearch servers.

Recommended Swap Disk times RAM
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Memory Recommended 8 GB RAM
CPU 2 Core 1.4 GHz (or Better) CPU
Storage Recommended 150 GB (Lo&abrage) RabbitMQ and Erlang binaries

Recommended Swap Disk times RAM

Memory Recommended 8 GB RAM
CPU 2 Core 1.4 GHz (or Better) CPU
Storage Recommended 200 GBMorpheus database, Percona binaries

Recommended Swap Disk times RAM

©® The swap size recommendation is .5 times the amount of RBitomers may choose to follow
their standard enterprise swap sizing best practices.
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APPENDIX B: R3S AND PROTOCOLS

Table4. Ports and Protocols

Source
User

Morpheus Servers
Morpheus Servers

Morpheus Servers

Managed Machine

Managed Machine

Managed Machine

Managed Machine

Managed Machine

Managed Machine

Managed Machine

Managed Machine

Application Tier
Application Tier
Morpheus

Application Tier

Application Tier
Application Tier

Application Tier

Application Tier

Application Tier
Application Tier
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Destination
Application Tier

DNS Servers
Time Source

Web or Offline
Installer

Application Tier
Application Tier

Application Tier
Application Tier

Application Tier
Application Tier

Docker Image Rep

Application Tier

Managed Machine
Managed Machine

Managed Machine

AWS S3

Hypervisor

Non-Transactional
Database Tier

Docker CE Repo

Rubygems
Morpheus Hub

www.morpheusdata.com

Port
443

53
123
80, 443

443
80, 443

N/A
N/A

N/A
N/A

443
69

443

443

443
443

Protocol
TCP

TCP
TCP
TCP

TCP
TCP

N/A
N/A

N/A
N/A

TCP
TCP/UDP

TCP
TCP
TCP

TCP

TCP

TCP

TCP

TCP
TCP

Description
User Access

Domain Name Resolution
Time Resolution

Download repos and Morpheus
packages (yum/apt repos)

Morpheus Agent Communications

Agent Installation. (Requires port 80
only for Ubuntu 14.04)

Agent Installation Clodinit (Linux)

Agent Installation Cloudbasait
(Windows)

Agent Installation VMtools

Static IP Assignment & IP Pools (Clouc
init or VMware Tools)

Applicable if using docker

PXE Boot (Forwarded to internal PXE
port 6969)

Agent Installation WinRM (Windows)
Agent Installation SSH (Linux)

Remote Console (SSH, RDP, Hypervis
Console

Morpheus Catalog Image Download

Hypervisor hostname resolvable by
Morpheus Application Tier

Applicable if using Amazon Elasticsear
Service

Applicable only when integrated with
Docker

(Optional) Telemetry data (Disabled on
via license feature)



Application Tier

Application Tier
Application Tier
Application Tier

Application Tier

Messaging Tier

Administrator Web

Browser

Administrator Web

Browser

Messaging Tier
Cluster Node

ApplicationTier

Non-Transactional

Database Tier
Transactional
Database Tier
Transactional
Database Tier
Application Tier

Backup Solution

Application Tier
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Mail Server

Messaging Tier
Messaging Tier

Messaging Tier

Messaging Tier

Messaging Tier

RabbitMQ Server
Management

RabbitMQ Server
Management

Messaging Tier
Cluster Node

Non-Transactional
Database Tier

Non-Transactional
Database Tier

Transactional
Database Tier

Transactional
Database Tier

Transactional
Database Tier

Transactional
Database Tier

Integrated
Technology
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25 or
465

5672
5671
61613

61614

25672

15672

15671

4369

9200

9300

4567

4568

3306

4444

Varies

SMTP

TCP
TCP
TCP

TCP

TCP

TCP

TCP

TCP

TCP

TCP

Send email from Morpheus

AMQPNON-TLS connections
AMQPS TLS enabled connections

STOMP Plugin connections (Required
only for Morpheus versions 4.2.1 or

prior)

STOMP Plugin TLS enabled connectio
(Required only for Morpheus versions
4.2.1 or prior)

Inter-node and CLI tool communication

Management plugin

Management plugin SSL

erlang (epmd) peer discovery service
used by RabbitMQ nodes and CLI tool:

Elasticsearch requests (Used in all cas
except when utilizing AWS ES service)

Elasticsearch Cluster

TCP/UDP Write-set replication traffic (over TCP)

TCP

TCP

TCP

TCP

and multicast replication (over TCP anq
UDP).

Incremental State Transfer (IST)
MySQL client connections

State Snapshot Transfer (SST)

Integrations (Uses the port of the 3rd
party system&PI)



Figure8. Port Diagram
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